
Am. J. Hum. Genet. 56:835-844, 1995

Epidemiological Evaluation of the Use of Genetics to Improve
the Predictive Value of Disease Risk Factors
Muin J. Khoury' and Diane K. Wagener2

'Birth Defects and Genetic Diseases Branch, Division of Birth Defects and Developmental Disabilities, National Center for Environmental Health,
Atlanta; and 20ffice of Analysis, Epidemiology, and Health Promotion, National Center for Health Statistics, Centers for Disease Control and
Prevention, Hyattsville, MD

Summary

The prevention of common diseases relies on identifying
risk factors and implementing intervention in high-risk
groups. Nevertheless, most known risk factors have low
positive predictive value (PPV) and low population-at-
tributable fraction (PAF) for diseases (e.g., cholesterol
and coronary heart disease). With advancing genetic
technology, it will be possible to refine the risk-factor
approach to target intervention to individuals with risk
factors who also carry disease-susceptibility allele(s). We
provide an epidemiological approach to assess the im-
pact of genetic testing on the PPV and PAF associated
with risk factors. Under plausible models of interaction
between a risk factor and a genotype, we derive values
of PPV and PAF associated with the joint effects of a
risk factor and a genotype. The use of genetic testing
can markedly increase the PPV of a risk factor. PPV
increases with increasing genotype-risk factor interac-
tion and increasing marginal relative risk associated
with the factor, but it is inversely proportional to the
prevalences of the genotype and the factor. For example,
for a disease with lifetime risk of 1%, if all the risk-
factor effect is confined to individuals with a susceptible
genotype, a risk factor with 10% prevalence and disease
relative risk of 2 in the population will have a disease
PPV of 1.8%, but it will have a PPV of 91.8% among
persons with a genotype of 1% prevalence. On the other
hand, genetic testing and restriction of preventive mea-
sures to those susceptible may decrease the PAF of the
risk factor, especially at low prevalences of the risk fac-
tor and genotype. With advances in the Human Genome
Project, medicine and public health should consider the
feasibility of this approach as a new paradigm for dis-
ease prevention.
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Introduction

The prevention of common and chronic diseases, such
as coronary heart disease, has been complicated by the
multifactorial nature of these diseases (Badimon 1993).
While the classical epidemiological paradigm of search-
ing for "risk factors" and intervening in high-risk groups
has enjoyed much success in controlling and preventing
many infectious diseases, its success in preventing
chronic diseases has been mixed. For example, >270
factors have been suggested as risk factors for coronary
heart disease (Stehbens 1992). Even to date, there is
continued discussion about the prevention usefulness of
some well-established coronary-heart-disease risk fac-
tors, such as diet and hypercholesterolemia (LaRosa
1992; Allred 1993; Hamsten 1993; Woodard 1993). It
has been shown that, for most risk factors for chronic
diseases, their utility in predicting disease is limited
(Khoury et al. 1985; Baron 1989). Also, the sensitivity
of such factors could be small, limiting both their clinical
relevance and their potential for prevention (Khoury et
al. 1985).
The new era of molecular genetics and the Human

Genome Project promises the identification of numerous
genes and their allelic variants that, per se, may not
cause disease but may interact with other genes and
environmental factors in causing disease (i.e., they may
be genetic risk factors). There is a growing interest in
the concept of gene-environment interaction in disease
causation (Balant et al. 1992; Hegele 1992; Khoury et al.
1993). To highlight the importance of gene-environment
interaction in coronary heart disease, Hegele (1992, p.
177) states that "some vegetarians with 'acceptable'
cholesterol levels suffer myocardial infarction in the
30's. Other individuals...seem to live forever despite per-
sonal stress, smoking, obesity, and poor adherence to
a Heart Association-approved diet." To emphasize the
importance of genetics in nutrition, Simopoulus et al.
(1993, cover) state, in a recently published book on
genetic nutrition, that "your genes can tell you what to
eat and avoid-to live a longer, healthier life." Further-
more, it recently has been predicted that "the day of the
personal DNA profile provided at birth, complete with
calculated risks of various cancers, heart disease, and
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many other conditions could be an actuality by the time
that current first-year medical students begin to practice
medicine" (Hoffman 1994, p. 130).
Even if all 50,000-100,000 human genes are cloned

and their functions discovered, and even if sensitive and
specific tests are available, it is still far from clear
whether we can use genetics to predict disease risk, espe-
cially for multifactorial common disorders. One concern
over the use of genetic testing in disease prediction is
the notion that genetic tests will have poor disease-pre-
dictive ability as well as poor sensitivity (Khoury et al.
1985; Holtzman 1992). Another major concern is re-
lated to ethical issues in using genetic testing (Holtzman
1989; Suzuki and Knudston 1989; Hubbard and Wald
1993; Garver and Garver 1994). These concerns have
led to the development of the Ethical, Legal, and Social
Issues Program (ELSI) within the National Center for
Human Genome Research (Hoffman 1994).
With advancing genetic technology and ongoing soci-

etal discussion regarding the use of genetic testing, will
it be possible to refine the risk-factor approach to target
preventive measures to individuals with risk factors who
also carry disease-susceptibility allele(s)? In this article,
we provide an epidemiological assessment of the value
of using genetic tests to improve the predictive value of
disease risk factors. Using simple epidemiological pa-
rameters and several plausible schemes of genotype-risk
factor interaction, we show the impact of appropriate
genetic testing on the positive predictive value (PPV) and
the population-attributable fraction (PAF) associated
with disease risk factors.

Methods

Marginfal Effects of a Risk Factor
Given a disease with a lifetime risk of d in the popula-

tion, suppose that a risk factor (an exposure with preva-
lence e) is associated with the risk of the disease with
a relative risk R (equivalent to an odds ratio for rare
conditions). For this paper, the clinical and public health
impacts of the factor on disease occurrence can be mea-
sured in two ways:

1. PPV of the factor-PPV(e): this refers to the risk of
disease among individuals with the factor (the clini-
cal impact). As shown in table 1, PPV(e) can be writ-
ten as

PPV(e) = d.R/[1 + e(R - 1)] . (1)

2. PAF of the factor-PAF(e): this refers to the propor-
tion of cases that could be prevented if the factor
was absent (the public health impact). By the method
of Levin (1953), PAF(e) can be written as

Table I

Parameters of a Genotype-Risk Factor Interaction Model
of Disease Risk

Susceptibility Risk Relative
Genotype (g) Factor (e) Prevalence Risk

Absent ....... Absent (1 - g)(1 - e) 1
Absent ....... Present (1 - g)e Re
Present ....... Absent g(l - e) Rg
Present ....... Present ge Rge

NoTE.-Exposure and genotype are independent. d = (1 - e)
x P(D no factor) + eP(D factor); marginal relative risk associated
with exposure is R = P(D factor /P(D no factor); replacing the value
of P(D factor) from the second equation into the first equation, we
obtain P(D no factor) = d/[(l + e(R - 1)]; P(D factor) or PPV (e)
= dR/[1 + e(R - 1)]; R = [(1 - g)Re + gRgel[(1 - g) + gRg]. The
apparent relative risk for genotype-risk factor combination is Rge
= [(1 - ge)Rge]/[(1 - g)(1 - e) + (1 - g)eRe + g( - e)Rg].

PAF(e) = e(R - 1)/[1 + e(R -1)] . (2)

Throughout our illustrations, we use examples of dis-
eases with lifetime risks ranging from 0.1% (such as for
some specific birth defects) to 10% (such as for some
specific cancers). For a disease with lifetime risk of 1%,
if a risk factor with 10% prevalence has a relative risk
of 2, then we can calculate that PPV(e) = 1.8% and
PAF(e) = 9.1%. Such a risk factor, typical of many
chronic-disease risk factors, is poorly predictive of the
disease and also accounts for a small fraction of cases
(etiologic heterogeneity). For simplicity, we assume that
the risk factor is dichotomous (present/absent) although
dose-response functions can be addressed.

Genotype-Risk Factor Interaction
We assume that, underlying the marginal effects of a

risk factor, there exists a pattern of a genotype-risk
factor interaction in producing disease. For simplicity,
we assume a measurable genotype (which could be one
allele at one locus or multiple alleles at multiple loci)
with a prevalence g independent of the risk factor. The
joint effects of risk factor and genotype on disease risk
are shown in table 1. Three values of relative risk can
be calculated relative to individuals with neither suscep-
tibility genotype nor risk factor:

Re: relative risk of disease with factor alone (i.e., no
susceptibility genotype);

*Rg: relative risk of disease with genotype alone (i.e.,
no risk factor);

*Rge: relative risk of disease with both factor and geno-
type.

The background risk of disease for people with neither
the factor nor the genotype is assumed to be >0, sug-
gesting etiologic heterogeneity in the disease.
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Effects of the Risk Factor with the Susceptibility Genotype
To evaluate how performing a genetic test on individ-

uals with a risk factor can affect measures of PPV and
PAF associated with the risk factor, we now consider
"exposed" individuals only, i.e., those with the factor
plus the susceptibility genotype. The prevalence of indi-
viduals with risk-factor/genotype combination is simply
the product of g and e (under the assumption of indepen-
dence). The apparent relative risk for the risk-factor/
genotype combination (R'e) can be derived by compar-
ing disease risk for these individuals with disease risk
for all others (not simply those with neither genotype
nor risk factor). As shown in table 1, R' is a function
of e, g, and the individual relative risks Re, Rg, and Rge.

RPe = [(1 - ge)Rge]/[(l - g)(1 - e)

+ (1 - g)eRe + g( - e)Rg] .

Thus, by using ge and R'e in equations (1) and (2),
instead of e and R, respectively, we can calculate the
PPV and PAF for the risk factor in combination with
the susceptibility genotype (denoted "PPV(ge)" and
"PAF(ge)," respectively).

PPV(ge) = dRgJ[1 + ge(Re - 1)]. (4)

ge(Rge ge(Rge *

Models of Genotype-Risk Factor Interaction
The relationship between Rge3 Rg, and Re depends on

the underlying model of interaction. For purely additive
effects of factors (no interaction), Rge will be equal to
Re + Rg - 1. For multiplicative effects, Rge will be equal
to the product of Rg and Re. In this paper, in addition
to multiplicative effects, we illustrate three biologically
plausible models of interaction, which are described in
more detail elsewhere (Khoury et al. 1988; authors' un-

published data).
Type I interaction.-Disease risk is increased only in the

presence of the susceptibility genotype and the risk fac-
tor (i.e., Rg and Re are both equal to 1). For example,
phenylketonuria is an autosomal recessive disease in
which the cardinal clinical manifestation (mental retar-
dation) depends on both the presence of the phenylala-
nine hydroxylase enzyme deficiency and the presence of
phenylalanine in the diet (Scriver et al. 1989). Since there
are other causes of mental retardation, the background
risk is not zero.

Type 2 interaction.-Disease risk is increased by the risk
factor alone but not by the genotype alone. Thus, the
effect of the susceptibility genotype is restricted to ex-

posed individuals. Hence, Rg = 1, but Re and Rge are

both >1. A possible example here is the association
between lung cancer and cigarette smoking in relation

to the debrisoquine hydroxylase genotype (Caporaso et
al. 1989). Increasing evidence exists of biological inter-
action between smoking and this genetic polymorphism
(Rge> 1). Further, smokers without this genotype seem
to have an increased risk for lung cancer (Re> 1). How-
ever, we assume here for illustration that the susceptibil-
ity genotype alone probably does not increase the risk
for lung cancer (Rg = 1).

Type 3 interaction.-Disease risk is increased by the ge-
notype in the absence of the risk factor but not by the
risk factor alone. The effect of the risk factor is thus
restricted to persons with the susceptibility genotype.
Hence, Re = 1, but Rg and Rge are both >1. A possible
example here is the interaction between genetic forms of
glucose-6-phosphate dehydrogenase deficiency (G6PD)
and fava-bean ingestion in causing acute hemolytic ane-
mia (Glader 1990). Fava beans per se do not cause he-
molytic anemia (Re = 1); however, certain genetic forms
of G6PD deficiency can lead to hemolysis in the absence
of fava-bean ingestion (Rg > 1) (e.g., G6PD forms af-
fected by certain antimalarial drugs). Also, there are
other causes of hemolytic anemia that are unrelated to
either G6PD deficiency or fava-bean ingestion (i.e., the
background risk is not zero).

Analyses
In the illustrations, we compare values of PPV and

PAF for a risk factor under different scenarios: (1) mar-
ginal effects of the factor in the absence of genotypic
information, (2) multiplicative effects of factor and ge-
notype, (3) type 1 interaction, (4) type 2 interaction,
and (5) type 3 interaction. In these illustrations, we vary
values of prevalences of genotype and risk factor, disease
lifetime risks, as well as marginal relative risks of the
factor.

Results

Effects on PPV
In table 2, we show the PPV of a risk factor as a

function of prevalence of the susceptibility genotype.
For a disease with lifetime risk of 1%, a risk factor with
10% prevalence and relative risk of 2 will have a PPV
of only 1.8%. The disease-predictive value of the factor
(in the presence of the genotype) can be much higher,
depending on the underlying model of interaction. For
all models, however, the PPV of the risk factor/genotype
decreases with increasing prevalence of the genotype.
For type 1 interaction, when all the risk-factor effect is
confined to individuals who carry a susceptibility geno-
type, the PPV is >90% for genotypes of 1% prevalence
but is <5% for genotypes of 25%. For type 2 interac-
tions, the PPV will be less than that for type 1. This can
be intuitively understood because the risk factor has an
effect on disease risk even for those individuals without
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Table 2

Disease PPV (%) among Individuals with a Risk Factor and a Susceptibility Genotype,
by Prevalence of Genotype and Type of Genotype-Risk Factor Interaction

TYPE OF INTERACTIONa

PREVALENCE Marginal
OF GENOTYPE Effect Multiplicative Type 1 Type 2 Type 3

1% ....... 1.8 8.0 91.8 44.6 95.6
5% ....... 1.8 7.1 19.1 10.0 22.3
10% ....... 1.8 6.3 10.0 5.7 12.7
25% ....... 1.8 4.5 4.5 3.1 6.1
50% ....... 1.8 3.1 2.7 2.2 3.4
75% ....... 1.8 2.3 2.1 1.9 2.3
100% . 1.8 1.8 1.8 1.8 1.8

NoTE.-Assumptions: population disease risk = 1%; risk factor prevalence = 10%; and relative risk =
2.

a Type 1-relative risks for factor alone and genotype alone = 1; type 2-relative risk for factor alone
= 1.5, for genotype alone = 1; type 3-relative risk for gentotype alone = 5, for factor alone = 1; and
multiplicative-relative risk for factor alone = 2, for genotype alone = 5.

the susceptibility genotype (Re> 1). For type 3 interac-
tions, PPV values will be at least equal to those for type
1 interactions. They could be higher, depending on how
much the susceptibility genotype has an effect on disease
risk without the risk factor (Rg > 1). Generally, for
multiplicative risk-factor/genotype effects, values of PPV
will be higher than marginal PPV but much lower than
the other special cases of interaction. For example, with
multiplicative effects, the PPV associated with risk-fac-
tor/genotype combination will be 8% (for 1% preva-

lence of genotype), compared with 1.8% marginal PPV.
In figure 1, we show simultaneously, for type 1 inter-

action, the impact of marginal relative risk, exposure,

and genotype frequencies on PPV for different disease
frequencies. As can be seen, the higher the marginal
relative risk, the higher the PPV of the risk factor in
combination with the susceptibility genotype. For a dis-
ease with lifetime risk of 1% and a genotype with 10%
prevalence, the PPV is 10% when the relative risk is 2
but is 48% when the relative risk is 10.

In figure 1, we also see the impact of the prevalence
of the risk factor on PPV. The higher the prevalence of
the risk factor, the lower the PPV associated with the
combination of risk factor/genotype at the same preva-

lence of the genotype. Finally, we can also see the well-
known impact of the prevalence of the disease itself on
PPV (Khoury et al. 1985). The higher the lifetime risk
of disease, the higher the PPV associated with the combi-
nation of risk factor/genotype at the same prevalence of
the genotype. For example, when the disease occurs in
1/1,000 individuals (e.g., some birth defects), the pre-

dictive value of a risk-factor/genotype combination will
be generally low (61%), but it will be much higher for
diseases with lifetime risk of 10% (e.g., some cancers

and arthritis), for the same levels of relative risk, expo-
sure, and genotype frequencies.

Effects on PAF
In table 3, we show the values of PAF for a risk-

factor/genotype combination under different scenarios.
We use the example of disease with lifetime risk of 1%,
a risk factor with 10% prevalence, and relative risk of
2. When the marginal PAF is calculated, we can see that
9.1% of the disease can be attributed to the risk factor.
Under type 1 interaction, when all the risk-factor effect
is confined to persons with an underlying susceptibility
genotype, the PAF associated with risk-factor/genotype
combinations is the same as the marginal one. Under
type 2 interaction, the PAF will be less than that under
type 1 interaction, since some of the risk-factor effect
occurs even in the absence of the genotype (Re > 1).
Under type 3 interaction, the PAF will be at least equal
to the marginal PAF, since there is a genetic effect even
in the absence of the risk factor (Rg > 1). Values of
PAF could be lower than the marginal PAF and those
calculated under specific types of interaction. In contrast
to the effects on PPV, increasing the prevalence of the
susceptibility genotype tends to increase values of PAF.

Discussion

In these analyses, we have provided an epidemiologi-
cal approach to assessing the impact that the use of
genetic testing has on the usefulness of disease risk fac-
tors. In particular, we examined the effect of genetic
testing on the disease PPV and PAF. PPV was chosen
because of its clinical and preventive implications in risk
communication and counseling. Given that numerous
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risk factors exist for common chronic diseases, it is im-
portant to assess the disease absolute risks rather than
relative risks, which are the usual estimated parameters
in epidemiological studies. The second measure (PAF)
was chosen because of its public health implications in
terms of the reduction of disease occurrence in the ab-
sence of a risk factor (Levin 1953). Both parameters are
important, and we have shown that they usually operate
in opposite directions.
The major findings of these analyses are that (1) most

risk factors for common chronic diseases with relative
risks of, say, -2 or -3 have, per se, low PPV and PAF
for disease; (2) the introduction of genetic testing can,
under certain conditions of genotype-risk factor inter-
actions, markedly increase the ability of the risk factor
to predict disease but can decrease the ability to prevent
more cases in the population-this would occur if pre-
ventive measures are applied only to individuals with
susceptibility genotypes; (3) a high prevalence of a geno-
type can decrease markedly the ability of the genotype
to predict disease among individuals with a risk factor
(but can increase PAF)-this is especially true for rare
diseases in the population; (4) the same can be said
about risk factors with high prevalence-the higher the
prevalence, the lower is their ability to predict disease
(but the higher is their PAF); (5) when risk factors are
associated with increased risk of disease even in the ab-
sence of the susceptibility genotype (type 2), limiting
intervention to those with such genotypes will have less
effect on disease risk in the population than will in-
tervening in all those with the risk factor, thus limiting
the value of this approach; and, finally, (6) while using
genetic testing among individuals with disease risk fac-
tors can increase disease PPV to varying degrees, it is
unlikely that it can ever fully predict disease risk. Given
the complexities of the etiology and pathogenesis of
common human diseases, it is likely, except under spe-
cific conditions, that one can only provide estimates
never certainty-of disease risk associated with a risk
factor if an underlying susceptibility genotype is present.
This finding is in line with Motulsky's (1994, p. 603)
recent editorial on predictive genetic diagnosis, in which
he applies the term "susceptibility diagnosis" and states
that "in such conditions the results of the test do not
provide an unequivocal answer; they only give informa-
tion on whether an increased risk exists. The results are
probabilistic."
The impact of a high prevalence of the genotype on

the PPV of a risk factor deserves further comments. It
has long been suggested that, the more common a dis-
ease-susceptibility genotype, the more its public health
impact, and the more desirable and successful a genetic
screening program could be in identifying individuals at
high risk (Omenn 1982). As shown earlier, for a given
disease prevalence and a given disease-risk factor asso-

ciation, the more common the underlying interacting
genotype, the lower is its disease penetrance, and the
worse is its usefulness in improving the predictive value
of the risk factor in question. Very frequent alleles may
thus be not very suitable to improve the predictive value
of risk factors, especially in the face of rare conditions.
These findings are consistent with previous analyses

presented by Khoury et al. (1985), showing how the
disease-predictive value of a genetic test decreases with
increasing prevalence of the genotype. An important
consideration in this equation is the interplay between
disease and genotype frequencies. When the genotype is
more common than the disease per se, such a genotype
will have a more limited ability to predict disease, al-
though it may account for more cases in the population
(attributable fraction). To illustrate this point, consider
the results of a recent study by Ward et al. (1993), in
which a molecular variant of angiotensinogen T235 was
associated with sevenfold increased risk of preeclampsia.
It seems that this marker could account for a substantial
proportion of cases in this study (50%-80% attribut-
able fraction). On the other hand, two-thirds of the pop-
ulation may have this marker (by being either homozy-
gous or heterozygous). Given that preeclampsia occurs
in a-5% of pregnancies, such a genetic marker will have
a low predictive value, per se, for the condition, preclud-
ing its usefulness in a clinical predictive setting. It is also
unlikely to improve markedly the predictive value of
any other risk factor (such as primigravidity) for pre-
eclampsia.

It is important to discuss the impact of the pattern of
genotype-risk factor interaction on the ability to im-
prove the disease PPV of a risk factor. Under the extreme
type 1 interaction effect, in which the risk-factor effect
is limited only to individuals with an underlying suscep-
tibility genotype, the PPV of the risk factor can be tre-
mendously increased if the underlying genotype is mea-
sured. On the other hand, with less extreme forms of
interaction-in particular, when there are straightfor-
ward multiplicative joint effects of risk factor/geno-
type-there will be less gain in improving the PPV of a
risk factor by performing genetic testing, especially in
the face of declining PAF values.
The analyses presented here are, of course, limited by

the scope of the examples presented and by the underly-
ing assumptions of interaction. Biological effects are
likely to be more complex, and dose-response issues will
be relevant both for risk factors and for genotypes.
Modes of interaction between genotypes and exposures
may be neither additive nor multiplicative, and they
would be difficult to illustrate in this paper. Also, the
models of interaction presented here are relatively ex-
treme ones and depart from the usual "statistical" inter-
pretation. Finally, multiple effects of risk factors should
be considered. One could envision situations in which
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Figure I Disease PPV for individuals with a risk factor and a

susceptibility genotype, by risk factor, genotype frequency, and disease
frequency, for 1 type gene-environment interaction.

a genotype influences the risk of one disease associated
with an exposure (e.g., lung cancer from smoking) but
does not influence the risk of another disease associated
with the same exposure (e.g., heart disease from smok-
ing).
Two methodological issues, confounding and geno-

typic misclassification, must be considered in using ge-

netic marker information to improve disease PPV of risk
factors. Confounders could be other, unmeasured ge-

netic determinants or environmental factors that could
produce spurious associations with disease risk. Racial,
ethnic, and other sources of population stratification are
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Table 3

PAF (%) among Individuals with a Risk Factor and a Susceptibility Genotype, by Prevalence of
Genotype and Type of Genotype-Risk Factor Interaction

TYPE OF INTERACTION

PREVALENCE Marginal
OF GENOTYPE Effect Multiplicative Type 1 Type 2 Type 3

1% ........ 9.1 .8 9.1 4.6 9.4
5% ........ 9.1 3.3 9.1 4.8 10.5
10% ........ 9.1 5.5 9.1 5.0 11.5
25% ........ 9.1 9.1 9.1 5.6 12.6
50% ........ 9.1 10.7 9.1 6.7 12.2
75% ........ 9.1 10.3 9.1 7.9 10.9
100% ........ 9.1 9.1 9.1 9.1 9.1

NOTE.-See footnotes to table 2.

major sources of confounding. One clear example of
confounding is the association between the genetic
marker Gm3;5;1314 and non-insulin-dependent diabetes
among the Pima Indians (Knowler at al. 1988). In this
cross-sectional study, individuals with this Gm haplo-
type had a higher prevalence of diabetes than did those
without this marker (29% vs. 8%). However, this par-
ticular genetic marker turned out to be inversely corre-
lated with White admixture. When the analysis was stra-
tified by the degree of White admixture, the observed
association all but disappeared.
Another methodological concern is genotypic misclas-

sification. Indirect methods are often used to assign indi-
viduals' genotypes, which can lead to genotypic misclas-
sification. When genotypes are measured at the DNA
level, misclassification can occur because of linkage dis-
equilibrium. Under ideal conditions, if the gene of inter-
est has been completely sequenced, the presence and
location of one or more mutations within the gene could
be correlated with an altered gene product and then with
disease risk in epidemiological studies. However, more
often than not, we only have markers in either the region
of the candidate gene or a nonexpressed portion of the
gene. Unless the actual site(s) of a deleterious mutation
involved in the disease is targeted, it may well be that
an association between a marker allele and the disease
could reflect linkage disequilibrium between the mea-
sured allele and the actual susceptibility allele(s) associ-
ated with the disease (Khoury and Beaty 1994). The
angiotensinogen T235 variant alluded to earlier in rela-
tion to the risk of preeclampsia may be such a marker.
This would dilute the magnitude of the estimated associ-
ation (relative risk) between the marker allele and the
disease, toward the null, and would underestimate the
effect of the locus in predicting disease risk. With in-
creasing ability to directly identify disease-related genes
and mutations, it will be possible to use more "refined"

genetic testing as part of this approach to disease-pre-
dictive value. Finally, it is important to keep in mind
complications resulting from genetic heterogeneity at the
molecular level. If a genetic test does not detect all sus-
ceptibility alleles, the advantages of this approach will
be reduced.

Let us address our original question: With advancing
genetic technology, will it be possible to refine the risk-
factor approach to target preventive measures to indi-
viduals with risk factors who also carry disease-suscepti-
bility allele(s)? The answer to the question will depend
on numerous factors in addition to the epidemiological
considerations presented earlier. Criteria to be discussed
before implementing this approach include the validity
and reliability of the available genetic test, the public
health impact of the disease, the magnitude of the associ-
ation between the genotype and the disease-and of the
interaction with known and modifiable environmental
risk factors, the availability of safe and effective inter-
vention/prevention strategies, as well as ethical consider-
ations needed to insure individuals' autonomy and con-
fidentiality (Khoury et al. 1993; authors' unpublished
data).
There are mounting concerns regarding the misuse of

genetic information in society (Holtzman 1989; Suzuki
and Knudston 1989; Hubbard and Wald 1993; Garver
and Garver 1994). One potential drawback of using
genetics to refine the predictive value of risk factors is
to shift attention from the risk factor for the disease, to
stigmatize and discriminate against individuals' suscepti-
bility genotypes (Holtzman 1989). Examples here in-
clude possible genetic susceptibility to the effects of ciga-
rette smoking and occupational hazardous exposures
(Omenn 1982). On the other hand, some relevant pre-
vention examples are currently discussed in medical and
public health settings: (i) Given the discussion as to
whether mammography is cost-effective at a relatively
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young age (40-50 years), will it be possible to use genet-
ics to find out who are the women at highest risk of
breast cancer, so that early intervention and detection
can be done (King et al. 1993; NACHGR 1994)? This
discussion is compounded by the concerns that low-dose
radiation from mammography may be more harmful
to individuals with genetic susceptibility and that the
sensitivity of mammography in young women may be
reduced because of breast tissue density. (ii) Given the
discussion about dietary habits and the difficulties in
changing people's diets, will it be possible to use genetics
to find out who are the individuals who will lower their
risk of coronary heart disease by aggressive dietary inter-
vention (Allred 1993; Simopoulus et al. 1993)? This
issue is compounded by our lack of knowledge as to
whether individuals at highest risk are willing, as a result
of genetic testing, to change dietary habits. (iii) Given
the current debate on food fortification with folic acid to
prevent neural tube defects, a debate driven by possible
adverse effects of masking B12-deficiency pernicious ane-
mia, will it be possible to use genetics to find out who
are the women at risk of neural tube defects and who
will thus benefit from periconceptional supplementation
with folic acid (CDC 1992)?

These are just some examples of the potential use-
fulness of using genetics in refining the risk-factor ap-
proach in disease prevention. As society deals with ethi-
cal issues related to predicting disease risks according
to genetic background, ethical safeguards should include
protection of individual autonomy and the right to de-
cide on the basis of a proper informed-consent process,
preservation of confidentiality of results of genetic test-
ing, limiting genetic testing in the workplace and by
insurance companies, scientific evaluation of both the
ability of genetic tests to measure the underlying suscep-
tible genotype and the evidence for increased disease
risks from certain risk factors, and proper education of
the medical profession and the general public regarding
the importance of genetics in the practice of clinical and
preventive medicine (Holtzman 1989).

In conclusion, the use of genetic tests is likely to im-
prove the disease-predictive value of risk factors. There-
fore, a new paradigm in the primary prevention of many
chronic diseases could be the identification and interrup-
tion of environmental cofactors that lead to clinical dis-
ease among persons with susceptibility genotypes. For
most diseases and genetic risk factors, such cofactors are
still poorly understood, and a lot of work, particularly
population-based epidemiological studies, is needed be-
fore the results of basic genetic research are translated
into population-based interventions. With continued ad-
vances in genetic technology, the medical community,
public health organizations, and society should collec-
tively consider the applicability of this new paradigm in
disease prevention.
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